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ABSTRACT Disease diagnosis is the identification of an health issue, disease, disorder, or other condition
that a person may have. Disease diagnoses could be sometimes very easy tasks, while others may be a
bit trickier. There are large data sets available; however, there is a limitation of tools that can accurately
determine the patterns and make predictions. The traditional methods which are used to diagnose a disease
aremanual and error-prone. Usage of Artificial Intelligence (AI) predictive techniques enables auto diagnosis
and reduces detection errors compared to exclusive human expertise. In this paper, we have reviewed the
current literature for the last 10 years, from January 2009 to December 2019. The study considered eight most
frequently used databases, in which a total of 105 articles were found. A detailed analysis of those articles was
conducted in order to classify most used AI techniques for medical diagnostic systems. We further discuss
various diseases along with corresponding techniques of AI, including Fuzzy Logic, Machine Learning, and
Deep Learning. This research paper aims to reveal some important insights into current and previous different
AI techniques in the medical field used in today’s medical research, particularly in heart disease prediction,
brain disease, prostate, liver disease, and kidney disease. Finally, the paper also provides some avenues for
future research on AI-based diagnostics systems based on a set of open problems and challenges.

INDEX TERMS Big data analytics, artificial intelligence, machine learning, deep learning, soft computing,
chronic disease, diagnosis, health care prediction.

I. INTRODUCTION
In the field of healthcare, the study of disease diagnosis
plays a vital role. Any cause or circumstances that lead to
pain, illness, dysfunction, or eventually, a human being’s
death is called a disease. Diseases may affect a person
physically and mentally, and it considerably manipulates
the living style of the affected person. The causal study of
disease is called the pathological process [1]. A disease is
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made by signs or symptoms that are interpreted by clinical
experts [2]–[4]. Diagnosis has been defined as the method of
identifying a disease from its signs and symptoms to conclude
its pathology. Diagnosis can also be defined as the method
of figuring out which disease is based on an individual’s
symptoms and signs [5], as shown in Fig. 1. The data gathered
from medical history physical examination of the individual
having medical pathology constitutes the knowledge required
for diagnosis. Often, at least one diagnostic procedure, such
as medical tests, is done during this procedure. To form an
honest diagnosis, a medical doctor will perform a process that

VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ 228049

https://orcid.org/0000-0003-2077-1622
https://orcid.org/0000-0002-8871-4299
https://orcid.org/0000-0003-0074-2584
https://orcid.org/0000-0001-7181-5328
https://orcid.org/0000-0003-2968-9561
https://orcid.org/0000-0002-3360-9440


S. Kaur et al.: Medical Diagnostic Systems Using AI Algorithms: Principles and Perspectives

FIGURE 1. Block diagram of the diagnosis process.

involves several steps, allowing them to collect the maximum
amount of information as possible [6]. Diagnosis of diseases
is the most challenging process at the same time, a very
pivotal phenomenon for a medical care professional as before
reaching the conclusion. The diagnostic process could be very
tiresome and complex. To minimize the uncertainty in medi-
cal diagnosis health, the care experts collect empirical data to
ascertain a patient’s disease. The patient’s correct treatment
may be adjourned or missed with serious health issues due
to making fault in the diagnosis process. Unfortunately, all
doctors don’t have expert knowledge in each domain of the
medical field.

Hence, there was a need of automatic diagnostic system
that provides benefits from both human knowledge and accu-
racy of the machine [7]. A suitable decision support system
is needed to achieve accurate results from the diagnosis pro-
cess with reduced costs. Classification of diseases depend-
ing upon various parameters is a complex task for human
experts but AI would help to detect and handle such kinds
of cases. Currently, various AI techniques have been used
in the field of medicine to accurately diagnosis sicknesses.
AI is an integral part of computer science bywhich computers
become more intelligent. The vital need for any intelligent
system is learning. There are various techniques in AI that
are based on Learning like deep learning, machine learn-
ing, etc. Some specific AI methods that are significant in
the medical field named as a Rule-based intelligent system,
provides a set of if-then rules in healthcare, which act as a
decision support system. Gradually, intelligent systems are
being replaced in the medical field by AI-based automatic
techniques where human intervention is very less [8], [9].
The neural network or artificial neural network (ANN) is a
large collection of neural units designed based on biological
neurons connected in the brain. It is a simulation of the human
brain and works exactly like it. Each neural unit is linked with
many other neurons approximately similar to the bipartite
graph [10]. These kinds of systems learn and are trained
automatically.

Finding the possibilities and predictions regarding health
issues is a tedious task for doctors and surgical experts.
In some cases, ANN provides decisions regarding healthcare
at rapid speed wherein the systems can collect data, under-
stand it, and detect pieces that will play a vital role in predic-
tion [11], [12]. Deep learning, a subset of machine learning
and also based on algorithms, is used in the medical field
to assist specialists for the examination of any illness. Thus,
resulting in better medical decisions. Deep learning provide

benefits in different fields such as drug discovery, medical
imaging, Genome, detecting Alzheimer’s disease [13]. In this
paper, we primarily focus on the three main branches of AI:
Fuzzy logic, Machine learning, Deep Learning. The major
trend in healthcare using deep learning is to detect breast
cancer. In a recent study conducted by a cancer institute,
it is clear that the accuracy of Automatic breast cancer is
equal/high than a human radiologist. Moreover, AI trained
itself continuously and have greater chances to produce more
accurate results than before. Another significant application
of AI is the Internet of Medical Things that helps to col-
lect healthcare data using IOT Devices. AI-based software
detects the disease even before its occurrence by sensing its
symptoms. Neural networks can be trained to detect lung
cancer, breast cancer, Stroke in less time than a trained
radiologist. Various AI algorithms help doctors to analyze
medical images such as MRIs, x-rays, and CT scans and
diagnose specific diseases by just spotting signs. Detection of
disease and providing correct treatment is always a tricky and
complex process since some diseases have very similar signs.
Using medical expert systems, doctors can diagnose patients
more accurately and prescribe the most suitable treatment.
Using AI tools, doctors can not only detect the disease but can
also classify the types of different fatal diseases. Modern AI
algorithms already help doctors in arranging a comprehensive
approach to disease management. Moreover, they are often
used to improve surgical robots that execute highly com-
plex operations. The contributions of the this paper is three
folds
• We first describe the existing elements that affect the
initial outbreak of disease detection.

• We latter discuss how AI techniques have been altered
for initial disease diagnosis

• We provide a thorough analysis through a systematic
review for medical diagnostic systems. We make use of
the well know PRISMA approach.

• We then provide a summary for all the selected arti-
cles; the diseases which were targeted,the AI techniques
which were used, the articles’ research goals along with
their findings. We also present a thorough discussion
of the reviewed articles followed by future research
directions.

The rest of this paper is organized as follows. We present
the related works on AI applied methods for medical
diagnostic systems in section II. Whereas Section III dis-
cusses fuzzy logic-based medical diagnosis, Section IV and
Section V present diagnostic systems using machine learning

228050 VOLUME 8, 2020



S. Kaur et al.: Medical Diagnostic Systems Using AI Algorithms: Principles and Perspectives

and deep learning algorithms, respectively, In Section VI,
we present the review guidelines using the Prisma technique.
Research findings, discussion, and future research direc-
tions are included reported in Section VII, whereas the final
Section concludes this review.

II. RELATED WORKS
In this section we discuss current applied AI techniques
which are used for disease diagnostic process, relevant survey
articles on diagnostic process and our contribution in regards
to the existing work.

Van Mourik et al. [14] carried out a survey on automated
surveillance techniques for healthcare-associated infections.
In this review, authors have described how automatic surveil-
lance systems based on machine learning algorithms bring
enhanced performance and reliability compared to manual
surveillance methods. Another finding of this review is that
the use of regression models can improve the efficiency and
sensitivity of surveillance programs. There are some chal-
lenges that need to be addressed in the near future such
as post discharge surveillance, case-mix adjustment, quan-
tification of device utilization. BRONCHIOLITIS is a lung
infection that is commonly seen in younger children and
infants. Luo et al. [15] reviewed this disease along with
respiratory syncytial virus (RSV), an infection that can be a
root cause of bronchiolitis. The systematic review provides
some insights into predictive modeling and also reported
how machine learning can use to overcome limitations of
predictive modeling. SEPSIS is a life-threatening condition
that occurs due to your body’s response to infection, which
causes inflammation that result in multiple organ failures
at the same time. Bhattacharjee et al. [16] performed a
systematic review to investigate the current trends in sep-
sis detection in hospitals. Authors have investigated various
sepsis detection scoring systems and screening tools along
with their pros and cons in general hospital wards. Finally,
they observed biomarkers and electronic health records can
have a huge effect in predicting sepsis. One more study on
sepsis was performed by Sinha et al. [17]. They reported
some drawbacks in routine blood culture testing for sepsis
detection. To analyzed suitable automatic sepsis detection
methods that they investigated seven molecular technologies
that utilize blood samples. In this study, they have discussed
the various present and future trends. In addition, they have
also analyzed the impact of machine learning algorithms with
electronic medical records in sepsis detection. They con-
clude that by merging various technologies can improve the
detection process and minimize the risk of using the wrong
antibiotic.

To the best of the knowledge, this is the first attempt
that provide a comprehensive survey for disease prediction
using the techniques of fuzzy logics, machine learning and
deep learning. In addition, contrary to existing survey articles
available in the literature, this work has focused on a particu-
lar range of sicknesses including heart disease, brain disease,
prostate, liver disease and kidney disease

III. FUZZY LOGIC AND DISEASE DIAGNOSIS
In this section we first summarize the current related work
which are based on fuzzy logic. We later describe the fuzzy
logic process for disease diagnosis.

A. EXISTING WORKS USING FUZZY METHODS
Fuzzy logic provides dynamicmethods that deal with difficult
problems. Fuzzy logic is assumed to be a solid tool for
decision-making systems, such as expert systems or Pattern
classification systems [18]–[21]. Fuzzy logic plays a vital role
in the medical evaluation as it provides an exact examination
report. These sorts of frameworks provide an instant and
straightforward strategy for clinical assessment. They are also
useful where an expert or clinical specialist is absent. These
frameworks give an outcome depending on the knowledge-
base incorporated within or from specialists or experts in the
field. Various clinical diagnoses systems created depend on
the fuzzy set model and applied in the medical field [22]. The
word fuzzy refers to things that are ambiguous. Sometimes
we face a circumstance when we are uncertain about whether
the state is valid or invalid, wherein fuzzy logic provides
reasoning for such conditions as depicted in Fig. 2. It is
a rule-based method. Fuzzy Rule-Based System (FRBS) is
a frequently used technique in healthcare that drives from
Fuzzy Inference Systems (FIS). FRBS applies IF-THEN rules
for information portrayal [23]. Besides this, clustering and
classifying techniques are also used in the medical domain.
Also, FIS and FDSS are determined as the most common
techniques in the area of medicine [24]. The main feature of
fuzzy logic is that it can alleviate the inaccuracies and uncer-
tainties of any situation. There is no logic for the absolute
valid and absolute invalid value, but partially true and par-
tially false intermediate value exists in a fuzzy logic system.
Let’s take the following example to show how fuzzy logic
works.

In the past few years, Fuzzy logic is consistently gaining
popularity in diagnosing disease based on different parame-
ters. For instance, coronary illness is a sort of malady caused
due to a damage or blockage of veins in the heart, thus influ-
encing less oxygen supply to heart organs. Common heart
diseases are heart failure, artery blockage, heart attack, stroke,
etc [25]. Fuzzy logic is continually developing to distinguish
heart patients all through the world with the assistance of
growing new AI techniques.

Lots of articles have been published to detect coronary dis-
ease by utilizing Fuzzy logic. Sari and Gupta [26] discussed
coronary disease detection using a neuron-fuzzy integrated
system and their results reached a similar level of doctor’s
opinion in case of high/low cardiac risk. Junior et al. [27]
presented a cardiovascular arrhythmia grouping framework
utilizing fuzzy classifiers to recognize the particular point
of the electroencephalogram utilizing network fuzzy Rules.
In their system, the total time of ECG signal processing
is reduced by a sequence of samples, without any essen-
tial loss. The ECG signals are imposed into the framework
that implements cleaning, and afterward utilizes a clustering
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FIGURE 2. Process of Fuzzy Logic.

algorithm ‘‘Gustafson–Kassel fuzzy’’ for the signal classi-
fication and correlation. Their study suggested that com-
mon heart diseases like myocardial infarct, arterial coronaria
and angina diseases can easily be detected by their system.
According to the obtained results, their method provided
better disease diagnosis for Pulse Pressure Variation com-
pared to other reported systems. Ebola Virus Disease is a
fatal infectious disease also known as the ‘‘Ebola hemor-
rhagic fever’’. Hence, a secure method of diagnosis has been
investigated. Oluwagbemi et al. [28] described that Ebola
fuzzy informatics system was designed to diagnose EVD.
They utilized fuzzy logic as its inference engine along with
a collection of rules. A knowledgebase was created to help
provide a diagnosis of the Ebola Virus Disease (EVD). The
method used as a fuzzy inference method was Root Sum
Square. According to the performance of their system, we can
say that their system is a valuable addition to fight against
Ebola. BRAIN DISEASE or disorder is a condition where
a person loses the capability of reasoning, loss of memory;
change personality, mild seizures, and twitching are common
symptoms. The brain is the central control of the body. When
brain problems occur, the results can be devastating. Brain
diseases such as stroke, brain tumours, Alzheimer’s disease
can cause problems like vision loss, weakness, and paralysis,
etc [29]. Early detection of these problems is very necessary
for a doctor as well as a patient in order for the treatment to be
started. Gopal and Karnan [30] proposed a system for diag-
nosing Brain Tumor. A system designed to diagnose brain
tumors using MRI images by the use of the Fuzzy C Means
clustering algorithm. The tools used along with Fuzzy C
means algorithms are Genetic Algorithm and Particle Swarm
Optimization. The suspicious block is fragmented by the use
of two algorithms GA and PSO. Computer-aided System is
then utilized for verification and correlation of brain tumor in
the diagnosis algorithm. Fuzzy C Means helped to determine
the adaptive threshold for brain tumor fragmentation. The
results of previous techniques were compared with existing
outcomes. Their results indicated that it improves the overall
performances of the fragmentation and can find the optimal
solution. Another representationwas given byChen et al. [31]
to introduce a productive brain problem detection system by

the use of fuzzy k-closest neighbour or SVM for Parkin-
son’s disease diagnosis. A comparative analysis was per-
formed between SVMand FKNN. The experimental outcome
showed that the FKNN technique worked better over the
SVM classifier. The accuracy obtained by the FKNN was
96.07 which is more than the SVM method. Different dis-
eases such as neuro diseases, cancer, diabetes, heart diseases,
thyroid disorder, asthma diseasewere also diagnosed by using
various ANN mechanisms. The neuro-fuzzy model has been
proposed by Patra and Thakur [32] for the proper diagnosis of
adult Asthma disease. The dataset was collected from various
hospitals. Three learning algorithms were used: ANN with
Self Organizing Maps (SOM), ANN with Learning Vector
Quantization (LVQ) and ANN with Backpropagation Algo-
rithm along with NF tool to produce accurate results. Fuzzy
inference was then used to classified data to diagnosis a
disease.

Fuzzy logic is also capable to detect dangerous diseases
like cancer, especially BREAST CANCER. Breast cancer is
a sort of sickness caused by bumps found in the breast that
frames the cells. Cancer appears when cells start to grow
out of control. Miranda and Felipe [33] inter-operated on
the Fuzzy Omega algorithm, an automated tool to detect
breast lesions. The user availed elements like contour, size,
and density and the system suggested the BI-RADS clas-
sification. Their method achieved an accuracy of 76.6 %
for nodules and 83.34% for calcifications. Another approach
was given by Nilashi [34] for early diagnosis to tackle
the disease. The authors designed an information-based
architecture for the classification of breast cancer disease
using Clustering, and classification approaches. They used
Expectation-Maximization for clustering the data. Fuzzy
rules extracted fromClassification andRegression Treeswere
used for the classification of breast cancer disease. Their
method can be used as a decision support system for disease
diagnosis. The liver ailment is also a sort of hepatic sickness
that makes the liver stop its working partially or completely.
Most of the factors of liver ailment are due to an alcoholic or
hereditary nature. Themost well-known kind of liver illness is
fatty liver. In order to diagnose, a liver disease, Satarkar S.L,
and Ali M.S worked to form an expert system that cooperated
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with fuzzy logic. According to the authors, the portrayal
was provided by the Mamdani approach to recognize the
risk factors. Their system could be used to make predic-
tions of cirrhosis and avoid the need for liver biopsy [35].
DIABETES is a kind of sickness which is caused by the
increase of blood glucose levels in the body. Apart from that,
this disease decreases insulin level in body cells and cause
type 1, type 2, or gestational diabetes. An excessive amount of
sugar level in the body prompts different issues like harming
the kidney and nerves. Kalpana and kumar [36] focused on
developing a model to analyze diabetes malady using a fuzzy
determination mechanism. To decide whether a person has
the possibility of diabetic or not, the author used the fuzzy
determination system to asses rules with the fuzzy opera-
tor in their study and portray knowledge with descriptions.
Lukmanto [37] proposed an intelligence system by using a
fuzzy hierarchical model that can perform initial diagnosis
against diabetes. The proposed model was implemented on
311 relevant data and acquired an accuracy of 87.46 % as
equivalent to a medical doctor’s statement. Another proposal
was given by Rajeswari et al. [38] on diabetic diagnosis using
an associative classification method based on fuzzy logic to
tackle the problem of the boundary value confusion while
partitioning risks. ToothDecay, Periodontal Disease, Gingivi-
tis, Dental Plaque, etc are diseases that occur in teeth, and
are commonly termed as DENTAL DISEASES. Allahverdi
and Akcan analyzed based on periodontal dental disease
around 164 fuzzy rules taken with some inputs. The prime
goal of their study was to decrease the time taken for early
recognition of dental disease [39]. Son et al. [40] designed
a system called Dental Diagnosis System to find out dental
problems which depend on the hybrid technique of fragmen-
tation, classification and decision making. They investigated
that the accuracy of DDS in dental problem detection is
92 % approximately that is higher than any other systems
like fuzzy inference system (89%), fuzzy k-nearest neighbor
(80%), prim spanning tree (58%) and Kruskal spanning tree
(58%). Bacterial diseases like Cholera arises after swallowing
polluted or infected water. This kind of disease can prompt
drying out, diarrhea and can also become the reason for death,
if not handle at the perfect time. Uduak and Mfon proposed a
system based on Mamdani fuzzy approach. Centriod method
was used as a deffuzifier and performed better in MATLAB
simulation [41]. Another representation was given by Okpor
M.D, they classified their investigation on cholera using
fuzzy classification. The results were satisfactory for tackling
cholera as compared to previous applications [42]

B. MEDICAL DIAGNOSIS PROCESS USING FUZZY LOGIC
Fuzzy logic has the ability to portray information and out-
comes in the form of semantic articulation. It tends to be
valuable since most diagnosis processes have been performed
based on the probability of medical findings [43]. The power
of human thinking and decision-making ability develop a
clinical proof-based theory to make the process of diagnosis
better [44]. Due to the demonstrated viability of applying

fuzzy methods in the field of healthcare to display uncer-
tainty, it has been used in the finding procedure with various
applications as per the kind of illness and targets of the
researchers [45]. The main rule of this framework in medical
science has two major elements in which symptoms are used
as input and the disease as output. Generally, the Fuzzy logic
process to disease diagnosis as described in Fig 3 is made by
the following steps:

• Fuzzifier: The Fuzzification process is done by a Fuzzi-
fier. It is a process of changing a crisp input value to the
fuzzy set. Hence Fuzzifier is used as a mapping from
observing input to fuzzy value.

• Inference engine: After completing the fuzzification
process, fuzzy value processed by the inference engine
using a set of rules act as a collection of rules to the
knowledge base.

• Knowledgebase: This is the main component of the
fuzzy logic system. The overall fuzzy system depends on
the knowledge base. Basically, it consists of rules, struc-
tured and unstructured data also named the database.

• Defuzzifier: The process of converting the output from
the inference engine into crisp logic. Fuzzy value is an
input to the defuzzification that maps fuzzy value to
crisp value.

Fuzzy Logic is taken into account among the techniques
for AI, where intelligent behavior is achieved by creating
fuzzy classes of some parameters. The rules and criteria are
understandable by humans. These rules and the fuzzy classes
are defined by a domain expert mostly. Therefore, a great
deal of human intervention is required in fuzzy logic. The
actual processing of data basically provides a presentation of
the information in fuzzy logic. One of such representations
can be done using machine learning in the medical field even
in a much better way than fuzzy logic. The statistical model
used for estimation is not capable to produce good perfor-
mance results. Statistical models fail to detect missing values,
large data values and hold categorical data [46]. All the
above-mentioned reasons can be achieved through machine
learning (ML). ML plays an essential role in numerous
applications such as natural language processing, information
mining, image detection, and disease detection. In all the
above-mentioned domains, ML provides appropriate solu-
tions as per the problem. Thus, ML also facilitates advanced
diagnosis systems and treatment options in healthcare. In the
following section, we describe how ML was used for disease
diagnostic systems [47].

IV. MACHINE LEARNING AND DISEASE DIAGNOSIS
In this section we first present the current related work which
are based on machine learning. We then describe the ML
process for disease diagnosis.

A. EXISTING WORKS USING FUZZY ML
Machine learning is a field that comes within the broader
area of AI in which by training, a machine learns itself and
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FIGURE 3. Flow chart of the Fuzzy logic process.

perform tasks. In machine learning, there are algorithms for
supervised learning (under the control and ‘‘guidance’’ of a
human expert) in which we are initially aware about both
input and results, as well as unsupervised learning (requiring
very little human intervention or domain expert’s service)
where we are not aware of what will be the results. Amachine
is trained to learn a concept by giving examples and creating
pattern models that are supposed to differentiate between two
or more objects. In the medical field, machine learning assist
the experts to handle large and complicated medical data and
also helps to investigate the results. The output of this process
can be used for further research. Therefore, when machine

learning is applied in healthcare, it increases the trust level
of patients in medical science in order to predict a disease
by implementing machine learning algorithms. Sometimes,
illness is not early detected by human experts, in such types
of cases machine learning can be used to detect early stages
of the disease before its occurrence or it becomes danger-
ous to someone. In this way, it can help to prevent future
problems as ‘‘Prevention is better than cure’’. The popularity
of machine learning in different areas has tended it towards
machine learning algorithms that produce correct outcome
as compared to traditional models with little processing of
raw data. Machine learning algorithms like Decision trees,
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Support vector machine, Multilayer perception, Bayes classi-
fiers, K-Nearest Neighbour, Ensemble classifier techniques,
etc are used to determine various ailments. Using machine
learning algorithms can lead to rapid disease prediction with
high accuracy. The learning process begins with observa-
tions or information, such as examples, direct experience or
instruction. In particular, the algorithms look for data patterns
and makes better decisions. The key goal is to allow the
machines to learn automatically without human interference
and adjust the response accordingly [48]. The intended contri-
bution of AI in the field of medical science is to develop pro-
grams that can help a medical expert in practicing expert and
more accurate diagnosis. The forecast for diseases plays an
important role in machine learning. Various types of diseases
can be predicted using ML techniques. Here, we examine
how machine learning techniques are used to predict various
disease types. We focused on the prediction of some chronic
diseases like kidney disease, diabetes, heart disease, and
breast cancer, lung disorders, etc.

KIDNEY DISEASE is a common word for diverse disor-
ders affecting the kidney’s structure and working. The defini-
tion of chronic kidney disease is centered on kidney damage
or reduced kidney function for three months or more. Kidney
failure is among the most serious outcomes of chronic renal
disease, with complications of decreased kidney function
being the primary reason [49]. Sinha and Sinha [50] proposed
a decision support framework to diagnose kidney disease.
They compared the performance of two classier, SVM, KNN.
The comparison was based on accuracy, precision and exe-
cution time of both algorithms. From the investigation they
observed that KNN works better than SVM. In another study,
Charleonnan et al. [51] classified his analysis on performing
a comparative analysis based on four ML techniques KNN,
SVM, logistic regression (LR), and decision tree classifiers
to detect diagnosis kidney disease. In order to pick the best
technique, they compared their performance with each other.
It was observed that the SVM method is best than the rest of
others and gives a maximum accuracy of 98.3 %. BREAST
CANCER which is a chronic disease for females, is the
most common cancer disease and a leading cause of death.
In recent years, machine learning was used a helpful tool
in the detection of breast cancer. Zheng et al. [52] focused
on developing a model to diagnose breast cancer based on
the extracted tumor features. To extract useful information
and diagnose the tumor, the K-means algorithm was used to
identify the hidden designs of benign and malignant tumors.
Afterward, SVM was utilized to get the classifier to differen-
tiate the incoming tumors. Their system improves accuracy
up to 97% approximately. In another study, Asri et al. [53]
classified their analysis on breast cancer using different meth-
ods of machine learning. The authors have done compar-
atively performance based analysis between ML methods
such as SVM, k Nearest Neighbors, Decision Tree using
the Breast cancer dataset. The prime objective was to eval-
uate the accuracy in classifying data relating to each algo-
rithm in terms of correctness, precision, sensitivity. Results

produced by those algorithms showed that SVM provided the
highest accuracy. Soreness of one or more joints, the reason
for pain and stiffness that can become worsen with age is
referred as ARTHRITIS. Various sorts of arthritis exist such
as osteoarthritis and rheumatoid arthritis. Each type has a
different way of treatment. ARTHRITIS reduces the quality
of life of a person. Hence, early detection of arthritis is neces-
sary which can be achieved using ML [54]. Neeraj et al. [55]
presented a system to classify patients with arthritis dataset
which was taken from Koch. Their system classified the data
with features such as identity, gender, age and treatment with
an algorithmCART to find out true or false rates. DIABETES
is a chronic disease that appears when the pancreas is not
able to make insulin. To predict diabetes disease, Nahla and
Bradely [56] worked on diagnosis by classifying based on a
blood test to diagnose diabetic disease using SVM classifica-
tion. SVMprediction accuracy of 94%, the sensitivity of 93%,
and specificity of 94% were achieved. Kandhasamy and Bal-
amurali [57] compared machine learning classifiers Random
Forest, K-Nearest Neighbors, J48 Decision Tree and SVM
to classify patients who have symptoms of diabetes. These
techniques have been testedwith data taken from theUCI data
repository. The results of the algorithms have been tested with
noisy data and dataset set without noisy data and compared in
terms of specificity, sensitivity and accuracy. Their investiga-
tion concluded that the decision tree J48 classifier got higher
efficiency than the other three classifiers. PARKINSON’S
DISEASE is a disorder responsible for the dysfunction of
nervous system progress and its movement. Gradually symp-
toms arise may be some time starting from tremor in just
one hand. Sriram et al. [58] proposed a system in which
the tools used for experimentation analysis included classi-
fication and evaluation using Orange along with weka tools.
UCI Machine learning repository provided Voice dataset for
Parkinson’s disease. Classification algorithm such as Ran-
dom Forest showed good accuracy (90.26) compared to all
remaining algorithms like KNN, SVM (88.9%) and Random
Forest(90.26). Naïve Bayes has shown the least accuracy
(69.23). In 2014 Salvatore [59] supervised amachine learning
algorithm which was used to diagnose patients with Parkin-
son’s disease and Progressive Supranuclear Palsy. They took
28 MRI image records of both PD and PSP patients based
on feature extraction technique and SVM was used as a
classifier. The algorithm was able to differentiate PD patients
from PSP patients at an individual level. Respiratory system-
nose, throat, and lungs affected by a viral infection is known
as Influenza. Pineda et al. [60] investigated seven different
classifier ofML for detection of influenza and compared their
results within built influenza Bayesian classifier. Their study
demonstrated thatML had the power to provide a diagnosis of
irresistible sicknesses. Concerning the occurrence of cancer
in liver cells, Sandeep et al. [61] proposed a model for Lung
images which can be classified into normal or dangerous
categories. According to the authors, by following this mech-
anism results could be achieved with high accuracy. Through
the use of electronic records,ML can predict various diseases.
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FIGURE 4. Machine Learning System.

B. MEDICAL DIAGNOSIS PROCESS USING ML
Machine learning has granted computer systems new abilities
that we could have never thought of. Machine learning is a
field of AI that gives machines to power to learn itself by
examples [62] in order to analyze how to different models
perform in ML without using human judgment. The working
of ML are explained step by step as follow [63] as shown
in Fig. 4.

1) Data Collection: The very first step is to collect
data. It is a very critical step as quality and quantity
affect the overall performance of the system. Basi-
cally it is a process of gathering data on targeted
variables.

2) Data Preparation: After the collection of data, the sec-
ond step is data preprocessing. It is a process to change
raw data to useful data, on which a decision could be
made. This process is also called data cleaning.

3) Choose aModel: To represent preprocessed data into a
model, one chooses an appropriate algorithm according
to the task.

4) Train the Model: ML use supervised learning to train
a model to increase the accuracy of decision making or
doing predictions.

5) Evaluate the Model: To evaluate the model, a number
parameters is needed. The parameters are driven from
the defined objectives. Also, one needs to capture the
performance of the model with the previous one.

6) Parameter Tuning: This step may include: numbering
of training steps, performance, outcome, learning rate,
initialization values, and distribution, etc.

7) Make Predictions: To evaluate the developed model
with the real world, it is indispensable to predict some

outcome on the test dataset. If that outcome will match
with domain expert or opinions nearer to it, then that
model can be used for further predictions.

The basic steps of for disease detection using ML is
described as follows [62], [64]

1) Collect test data with patient details.
2) The feature extraction process picks attributes which

are useful for disease prediction
3) Afterward, the selection of attributes, then select and

process the dataset.
4) Various classifications methods as mentioned in the

diagram can be applied to preprocess dataset to evaluate
the accuracy of prediction of disease

5) The performance of different classifiers compared with
each other in order to select the best classifier with the
highest accuracy.

In Machine learning, all the features extracted by a domain
specialist to minimize the complications of data and to
develop patterns in such a way that would easily visible
to ML algorithms. However, deep learning based technique
can extract features manually without human intervention,
the only condition is to make precise decisions in which the
testing data could be accurate. This technique eliminates the
requirement of a domain expert for feature extraction. In the
following section, we describe how deep learning has been
used for disease diagnostic system.

V. DEEP LEARNING AND DISEASE DIAGNOSIS
In this section we first present the current related work which
are based on deep learning. We further describe how deep
learning is used for disease diagnosis processes.
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A. EXISTING WORKS USING DEEP LEARNING
An artificial intelligence technique that mimics the workings
of the human brain and creating patterns for decision making
is known as Deep Learning.While machine learning methods
required to break down a problem statement into different
parts first and then their outcome to be integrated at the final
stage; the Deep Learning method’s objective is to solve the
issue end to end. In medical science, deep learning achieves
better results than traditional machine learning models [65].

Deep learning has got great interest in each field and
especially in medical image analysis. The term deep learning
refers to utilize of deep neural network models. The main
component of the neural network is the simulation of the
human brain in the form of neurons. It works on the sce-
nario in which different signals use as input, join them suing
weights and pass those joined signals to produce output [66].
The AANs (artificial neural networks) and deep learning can
be differentiated by the variations in a number of hidden
layers and their inter-connectivity and the efficiency to yield a
suitable result of the inputs. The ANNs are generally consti-
tuted of three different layers and are instructed to retrieve
well-structured information that could be suitably utilized
only to perform the specialized task [67]. On the other hand,
in Deep learning, physical and clinical examination of the
patient are determined through the nature of the diseases.
Though there are many tools and techniques that are available
for diagnosis of diseases, a certain degree of inaccuracy and
uncertainty still persists in the diagnosis process. It is quite
evident from various analytics survey that using machine
learning techniques has its own limitations. In addition to
that, the present system of diagnosis only considers attributes
to determine diseases. The conventional way of selecting
attributes which is used for disease prediction some time
yield erroneous result. In contrary to machine learning, deep
learning is capable to select the most relevant attributes out of
the database which in turn leads to the prediction of diseases
with a great degree of precision [68]. A considerable number
of diagnosis systems using deep learning can be found in the
literature.

Skin diseases may affect human skin andmostly seem to be
an external disease as it originates and affects the layers of the
skin. But sometimes it gives very important clues to diagnose
underlying causes of internal diseases. There is a variety
of skin disease that can be acne, skin cancer, rashes, etc.
Early detection of skin disease is important as a preventive
measure of future skin problems. Liao [69] proposed a system
to classify different skin diseases using deep convolutional
neural networks. Using 2300 skin disease images taken from
Dermnet and OLE dataset, the proposed system was able to
train the CNNmodel and assess its results. Their system could
achieve Top-1 accuracy of 73.1%. Another classification was
given by Shoieb et al [70] to diagnose skin cancer. Their
model detected the infected part of skin and CNN which
is used for feature extraction. Their model used SVM as a
classifier and utilize CNN to train the model suing skin image
data. Their results represented significant improvement and

accuracy compared to previous ones in skin diagnosis.
Chronic disease such as breast cancer when detected using
deep learning get higher accuracy compared to other tech-
niques. Zaher and Eldeib [71] proposed a system CAD
approach for the diagnosis of breast cancer that has been
modeled using a deep belief network. In their technique,
the unsupervised path followed by back propagation super-
vised path with ‘‘Liebenberg Marquardt’s learning function’’
and weights were initialized using the deep network path.
Their functionwas tested on Breast Cancer Data and provided
a correctness in results up to 99% greater than previous
approaches. Charan et al. [72] used CNN for breast can-
cer diagnosis. A total 322 mammograms records extracted
for testing in which 189 were used and showed negative
results and 133 were of abnormal breast records. Their results
showed the effectiveness of deep learning for breast cancer
diagnosis for mammogram images.

Diabetes is a metabolic illness influencing people groups
around the world. Its frequency rates are expanding alarm-
ingly and consistently. Goutham et al. [73] proposed a model
for the classified diabetic and normal Heart rate signals with
help of deep learning system. They utilized CNN for extract-
ing features and HRV data was used use as input. Classifica-
tion of features was done by SVM. Their proposed system is
predicted to help medical doctors to diagnose diabetes using
ECG signals with very high accuracy. Another representation
was given by Sisodia and Sisodia [74] on the early detection
of diabetics. The main aim of their research was to develop a
system that can predict the possibility of diabetics with max-
imum correctness. Hence three ML algorithms SVM, Naive
Bayes, andDecision Treewere used to diagnose diabetes at an
early stage. The Pima Indians Diabetes Database was used to
perform experiments. The performances of these algorithms
were assessed on various measures like Accuracy, Precision,
F-Measure. Their results indicated that Naive Bayes per-
formed better with the highest accuracy of 0.76 compared
to previous models. Heart disease classification was done
by Rubin et al. [75] and their study identified variabilities
heart sounds using an automatic cardiac auscultation system.
Their algorithm collected the time-frequency rate of heart
sounds and classified with the help of a deep convolutional
neural network. Themotive of their researchwas to determine
normal and abnormal heart sounds. The authors achieved high
specificity score out of all entries. Miao and Miao [76] devel-
oped an enhanced deep neural network (DNN) to diagnose
heart disease. The designed deep neural network model was
based on a deeper multilayer perceptron framework. Their
model classified the data based on the training set. To investi-
gate the performance of this model, 303 test data were taken
from patient with coronary disease. Their model achieved
accuracy of 83%, sensitivity of 93% approximately. For Liver
cancer, Sun et al. [77] developed three deep learning algo-
rithms implemented using Convolutional Neural Network,
Deep Belief Networks and Stacked Denoising Autoencoder
to diagnosis lung cancer diagnosis. They compared the per-
formance of all three algorithms on 28 image features of
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FIGURE 5. Difference between Machine Learning and Deep Learning.

the lungs dataset. SVM was used for classification. CNN,
DBNs, and SDAE provided accuracies of 0.7976, 0.8119, and
0.7929, respectively.

COVID-19 (Coronavirus) disease is an infectious virus.
It spreads when an infected person coughs, sneezes, and his
generated droplets are transmitted to other persons. Most
people who get infected by COVID-19 experience high tem-
perature, cough, difficulty in breathing. COVID-19 has killed
millions of people across the world. Due to the increasing
number of cases and limited test kits, it becomes difficult to
detect the presence of COVID-19. Here at this point, the need
for other alternatives such as X-ray has been arisen. When
researchers use X-RAYS with AI techniques it becomes
easy to detect COVID-19. Recently, a deep-learning-assisted
model comes with four phases: data augmentation, prepro-
cessing, stage-I, and stage-II deep network model designing.
The model has been implemented on 1215 X-RAY images.
Initially, in stage1 model differentiates induced pneumo-
nia, bacteria-induced pneumonia, and normal/healthy peo-
ple with 93.01% accuracy. After that images detected with
viral-induced pneumonia are sent to stage2 for detection
of COVID-19 that has gained 97.22% accuracy. Overall,
results of this model are accurate, reliable, and fast. Most
often COVID-19 disease makes doctors confused with lungs
infection in this condition and diagnosis become a diffi-
cult task here. For this, quick diagnosis is required that can
be possible with different deep models. We came across a
novel Convolutional CapsNet using chest X-ray images. The
model provides accurate results with the binary classification

of 97.24% and multi-class classification of 84.22%. In the
study, a Pre-trained deep neural network was used to diagnose
COVID-19 on chest CT images.

Brain Hemorrhage refers to bleeding within the brain,
it can happen due to a brain tumor, clot, or hypertension.
Whenever a Hemorrhage occurs, oxygen cannot be able to
reach the brain cells and eventually brain cells die rapidly.
A novel convolutional neural network based on ResNet
to diagnose and predict the type of brain hemorrhage is
also developed. 752,803 DICOM files have been collected
to conduct this study. The model obtained an accuracy
of 93.3%.

B. MEDICAL DIAGNOSIS USING DEEP LEARNING
As mentioned earlier, the conventional automated diagnostic
method used a machine-learning algorithm in that clinical
expert manually fetched features in diagnosis reports. But
sometimes it became difficult to extract features from large
dataset [47], [48]. Hence, those methods suffered with accu-
racy and efficiency as depicted in Fig. 5.

Absence of important information is a considerable obsta-
cle for deep learning models. Presently, medical research use
electronic health records, but there is no predictable technique
to evaluate the EHRs, which implies that accuracy of diagnos-
tic process using automated system could be limited. If the
system fail to collect accurate data, the model will not able
to diagnose a disease precisely, which makes it complicated
to show accurate prediction. To tackle this kind of problem,
the authors in [64], [65] developed effective deep learning
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FIGURE 6. Deep Process to diagnosis a disease.

model for early & correct detection of various diseases.
In conventional approach, a Deep CNN model is used to
detect diseases. Then the neural system utilizes approaches
to data expansion. Each layer inside CNN filters the raw
data in the image to get a specific pattern. The few ini-
tial layers find the large feature set like diagonal lines and
the next few layers are used to get better details, organize
them into complicated features. The most final layer works
as an ordinary neural network and the network becomes
fully connected [66], [67]. Then it put together highly spe-
cific features like various symptoms of the disease and as
a result, perform the prediction of the disease. The authors
in [64], [78] rectified the approach in order to solve the issue
of lacking information or missing values. Afterward, a deep
learning model trained by the processed data have proved
their efficiency as shown in Fig 6.

VI. RESEARCH METHODOLOGY
PRISMA (Preferred Reporting Items for Systematic Reviews
andMeta-Analysis) method was used for a systematic review.
This method was invented by Moher et al. [79], [80]. In this
method, a survey is carried out on basis of a predefined
question by the virtue of which data from the studies that are
included in the survey, are collected and subsequently ana-
lyzed systematically and evaluated critically.Meta-analysis is
a statistical, formal, quantitative study design technique used
for systematic evaluation and integrating the results of the
included studies or previous study to derive the conclusion.
Both systematic review andmeta-analyses are an integral part
of research to summarize evidence relevant to the efficacy
and safety of medical care interventions precision and cer-
tainty. In a systematic review method, the least collection
of elements is based upon evidence and meta-analyses that

TABLE 1. Different published articles selected for the literature review
along with frequency.

summarize and analyze scientific reliable literature by uti-
lizing a structure method based on predetermined queries
that can be used by various researchers. Different findings
and ideas which are published in the conventional papers by
different researchers can be investigated with a correct and
comprehensive analysis in a systematic review method. With
the help of the PRISMA method, an investigator can perform
systematic reviews and meta-analyses with a degree of accu-
racy that can lead research in a well-structured manner.

A. LITERATURE SEARCH
In this study, various 8 databases were extracted for accu-
rate review: BMC, Springer, ACM, IEEE, Elsevier, Google
Scholar, Wiley digital library and ACM were selected based
on our research questions. Based on predefined questions and
goals, the literature searchwas done by utilizing the keywords
including ‘‘fuzzy logic’’, ‘‘machine learning’’, ‘‘deep learn-
ing’’, ‘‘disease prediction’’. Previous useful articles were
extracted and recognized by a search strategy. The search
strategy has shown for every journal described in Table 1
150 articles from 2009 to 2019 have been extracted and the
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FIGURE 7. Article Selection Process.

TABLE 2. Search strategy in different databases.

detailed selection process is displayed using the PRISMA
diagram in Fig. 7.

B. DISTRIBUTION OF PAPERS BY JOURNALS
In the study, 7 reputed journals have been selected to search
for papers. Following table shows the various database
providers. Table 1 shows the names of publishers which
were selected, the number of articles selected and corre-
sponding percentages. As shown in the Table 1, IEEE, Else-
vier, Springer ranked first with 35.29%, 23.40% and 19.60%
respectively.

C. STUDY SELECTION AND ELIGIBLE PAPERS
In this segment, the outcome of 80 research articles was
taken into consideration. As shown in Fig. 7 those research
articles were chosen or taken into consideration based on
inclusion and exclusion criteria. As per exclusion criteria,
only qualified articles were chosen and chapters from book,
thesis, and summary reports. Journal editorials, newsletter
and papers whichwere not in English were excluded. Accord-
ing to inclusion criteria, we considered the following criteria:
reference of the author, year of publication, where it belongs
to a journal or conference proceeding, the definition of the
diseases; its types and complications, objectives, a loophole

in the research, type of fuzzy methods used, type of machine
learning methods used, type of deep learning methods used,
results and concluding remarks. In connection with this,
15 academic papers were excluded and 105 articles included.
After reviewing all collected articles, only 80 papers quali-
fied the eligibility criteria from where relevant articles were
chosen for in-depth analysis and study. Furthermore, we pro-
ceeded by scrutinizing the abstract and summary of the cho-
sen articles to investigate whether the selected articles fully
satisfy the inclusion criteria. All insignificant and unrelated
articles were discarded in this stage. Similarly, all academic
research papers which did not match the inclusion criteria of
disease diagnosis were discarded while selecting appropriate
articles. In total, 89 articles were qualified as per the inclusion
criteria and were found to be compatible with our study and
were taken into account in this systematic review. Table 2
contains the primary keywords used to search the relevant
contents.

D. EXTRACTION AND SUMMARIZING OF DATA
In the last stage, we reviewed all the papers which con-
sisted of 95 articles in order to complete the final study and
achieve the desired result. The articles which were extracted
for the research were vetted meticulously to find out the
answer to the crucial questions as per the requirement of
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FIGURE 8. PRISMA methods for review.
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FIGURE 9. Article Selection per Year.

the research. A form was formulated for the extraction of
data that make the necessary classification, inspection, and
incorporation of the included articles in the light of the
present criteria. The data extraction form which was for-
mulated helped to a great extend to accomplish the desire
results and draw a suitable conclusion. The criteria which
were incorporated included the reference of the author, its
year of publication, whether it belongs to a journal or con-
ference proceeding, the definition of the diseases; its types
and complications, objectives, loophole in the research, meth-
ods used fuzzy logic, machine learning, and deep learning
methods, results, finding and positive impact on diagnosis
process. Fig. 8 indicates a chart related to classification. After
reviewing all collected papers, 80 academic research papers
from 30 international scientific journals and 10 conferences
proceeding which were published from the year 2009 to 2019
were taken into account in this systematic research. We thor-
oughly reviewed all selected article and finally retained those
articles which applied fuzzy logic, machine learning, and
deep learning for diagnosis of a disease. Notwithstanding,
though adopting the PRISMA method and selecting articles
accordingly is a time-consuming process, still this method is
a most suitable method for carrying out research as it is a
structured method for which we have to include only those
articles in the study which were explicit to the subject of the
systematic review.

VII. DISCUSSIONS AND FUTURE RESEARCH DIRECTIONS
A. RESEARCH FINDINGS AND LESSONS LEARNED
This study was conducted to inspect the effect of AI methods
in the diagnosis of various diseases. Very few review articles
have been published to evaluate howAImethods are effective

TABLE 3. The distribution of AI methods by medical disciplines.

in Healthcare. In this review article, we were capable to locate
and review 51 papers that used different AI methods for
diagnosing various diseases from January 2009 to Decem-
ber 2019. The review considered eight most used databases,
in which a total of 105 articles were found. A detailed analysis
of those articles was conducted in order to classify most used
AI techniques for medical diagnostic systems. Since when
were writing this review paper we were at the beginning
of 2020, so we could not determine the articles published
this year. Firstly, in this research, we identify which mech-
anisms had the greatest effect on the disease diagnosis and
conducted our research based on this purpose. Hence we
examined appropriate classifications for the study ofAImeth-
ods such as fuzzy logic, machine learning, and deep learning
are reviewed basis on our analysis. The results show that
deep learning is very popular among the present researchers
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TABLE 4. Fuzzy logic method review.
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TABLE 4. (Continued.) Fuzzy logic method review.

especially in the area of medical science as shown in Table 3.
Another division is about classifying the percentage of arti-
cles published every year. Over the past few years, the rapid
growth in the study of AI in diagnosing diseases is reflected in
the analysis of papers in our research. The results indicate that
the average published volume from 1% in 2009 reached 20%
in 2019 as shown in Fig. 9. AI helps doctors to early detection
of disease and produce beneficial results in improving the
diagnosis process that’s why AI is popular among inves-
tigators. Based on our investigation, three widely used AI
techniques (fuzzy logic, machine learning, and deep learning)
were considered to review the articles in the field of health-
care and produced results based on this research. We consid-
ered the classification of articles that recorded the positive
effect of AI methods in diagnosing complex diseases that
can cause a serious health issue when detection is too late.
We can say that AI is a boom in such complex cases. From the
relevance of these approaches concerning healthcare, we have
reviewed various AI techniques. The most common approach
was associated with the use of AI technology in the area of
cardiovascular. We discussed cardiology through three main
AI techniques namely fuzzy logic, machine learning and deep
learning. Since cardiology covers a wide variety of cardio-
vascular diseases, therefore we reviewed only a few of them.
Different AI methods have some limitations in some disease
detection or produce effective results. However, we tried to

review the best articles with various diseases like cardiology,
Alzheimer’s disease, dental problems, Ebola virus, cholera,
liver cancer, breast cancer with various AI techniques. This
study enhanced our understanding of the effectiveness of
AI techniques in diagnostic tests. Thus, this research pro-
vides information for people working in clinical disciplines.
Moreover, based on the results produced by this research,
we were able to find out the areas and diseases which used AI
techniques and which have been ignored. A brief description
of reviewed articles is also provided in Table 4, Table 5,
and Table 6 for available articles which used fuzzy logics,
machine learning, and deep learning, respectively.

B. OPEN PROBLEMS AND FUTURE TRENDS
As evident from the progress and discussion presented in
this paper, AI algorithms are potential to provide a signifi-
cant contribution tomedical diagnostic systems. Nonetheless,
in order to obtain the maximum potential of AI for mining
novel insights from the associated medical data, AI-based
diagnostic systems must address some major issues as
follows.

1) EXPLAINABLE DIAGNOSIS
AI models are often criticized because of its internal unclear
decision-making process. In this regard, explainable AI deals
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TABLE 5. Machine learning method review.

with the implementation of clarity and reasoning of the
behaviors of statistical black-box AI learning methods, par-
ticularly deep learning. As such, in addition to uncovering

the pattern recognition problems, AI systems should come
with causal models of the world supporting explanation and
understanding. This is even more important when we seek
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TABLE 6. Deep Learning Methods.

for the applications of AI in medical diagnostics. Researchers
argue that it is essential to look at even beyond explainable AI.
Causability will eventually results in explainable diagnosis
covering measurements for the quality of explanations.

2) QUALITY OF TRAINING
The performances of machine learning and deep learning
algorithms largely depend on the availability of high-quality
training models to achieve the required diagnostic capabil-
ity. Moreover, the problem of data scarcity is very central
since data are at the key of AI-based medical applications.
There exist some efforts to create additional annotated infor-
mation by utilizing alternative methods, such as informa-
tion augmentation and picture synthesis. However, it is not
fully clear whether they are suitable for AI-based medical
diagnostics.

3) CLINICAL TRANSLATION
The development in AI research used in medical diagnostics
is indeed rapid, and their possible adoption has been shown

by systems including the detection of various cancer metas-
tasis, brain recognition, and diagnosing diseases in retinal
pictures. Nevertheless, the adoption of AI-based system in
clinical settings will undergo various transformations and
phases andmanymethods still to come. Asmentioned before,
present studies focus mainly on optimizing the performance
of complex machine learning models, while disregarding
their explainability. As a result, physicians struggle to inter-
pret these models, and feel it is hard to trust them. Therefore,
reliable and trustworthy communications between medical
experts andAImodel experts is also highly important to trans-
form the AI-based diagnostic potentials into clinical practice.

4) MEDIAL DATA CHARACTERISTICS
Since the medical data is the ultimate basis of mining knowl-
edge required for disease diagnosis, the information should
be of high quality. Moreover, the volume of medical data is
usually very high, the data sources are diverse, and the data is
often coming from real-time sensors. Therefore, preserving
the data quality is a challenging task. With more and more
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mobile sources used for medical data, with complex appli-
cations that need remote access to healthcare data, having it
stored on the cloud seems a more viable option. Although
various solutions have been introduced to solve issues with
cloud storage, none of them can handle all aspects of med-
ical data characteristics precisely, because of the additional
need to maintain the compliances with medical data security
policies.

5) STANDARDIZATION AND INTEROPERABILITY
In the diagnosis context, there are many ways that vendors
can manufacture a diverse range of diagnostic products while
integrating a set of AI algorithms selected frommany possible
methods. However, they may not follow standard rules and
regulations for compatible interfaces and associated protocols
across diverse computing frameworks. This prompts inter-
operability issues. To address system diversity, immediate
efforts are required to set the technical standards for AI-based
medicine and diagnosis. In this regard, various technical and
medical organizations including the AI group run by the
international organization for standardization, world health
professions alliance, and world health organization can work
togethe.

6) SECURE DIAGNOSIS
AI methods in general and deep learning techniques in par-
ticular are vastly application-specific where a model trained
for diagnosing one disease might not be able to work well
for another diagnosis. The algorithms usually need to be
retrained with respective medical data to be utilized for
other diseases; otherwise, false diagnosis will be unavoidable.
Also, improper selections of hyper parameters, by even slight
change, can invoke large change in model’s performance
resulting in bad diagnosis. For example, whereas supervised
learning is considered stable due to fixed data sets, rein-
forcement learning is not stable at all. On that, more insights
are required for AI algorithms to be optimized for partic-
ular disease diagnosis. Another important aspect of secure
diagnosis is that the diagnostic systems must be protected
from wrongdoers. The attackers exploit the features of the
AI algorithms to break the system. For example, an adver-
sary can play with the training parameters and mislead the
diagnostic system to learn the opposite of what it is sup-
posed to do. It is, therefore, very vital to deeply investigate
the characteristics of AI algorithms, reexamine the respec-
tive roles in diagnostic systems, and address the respective
challenges.

VIII. CONCLUDING REMARKS
Recent advancements in AI techniques lead to successful
applications of AI in healthcare. Even it has become a hot
topic of discussion whether AI expert systems will eventu-
ally replace human doctors. Still, we consider the fact the
AI expert system can assist the human doctor to make a
better decision or even replace human judgment in some
cases. Different AI techniques can help to find out relevant

information from a large amount of clinical data. Also,
AI methods are trained in such a way that can have the
ability of self-learning, error-correcting, and they produce
results with high accuracy. This survey is about the use of
three AI approaches in disease diagnosis. In this review,
we assess the impact of the AI methods and their constancy
on disease diagnosis to minimize the errors in misdiagnosis,
with the PRISMA method. To accomplish the primary goal,
we developed a search scheme. In this prospect, different
scientific journals including Google Scholar, IEEE, Science
Direct, Web of Science, Wiley Online Library, and Elsevier
were chosen to fetch the published scientific papers from the
years 2009 to 2019.

All the retrieved papers are distributed based on authors,
published years, various AI tools, the fuzzy methods,
machine learning methods and deep learning methods vari-
ous kinds of diseases, results and lastly the influence of AI
methods that are applied in disease detection. The results
have shown that the frequency of paper publishing in the
medical field has rapidly enhanced. Another aim of this study
was to investigate which AI method was most effective for
disease diagnosis according to most of the researchers. Based
on our study we concluded that applied methods of AI in
healthcare provide beneficial results by improved diagnosis
process and to detect the disease in early stages which follows
to pick the suitable treatment plan. The other key concept
to keep in mind is that we investigated three AI techniques
(Fuzzy logic, machine learning, and deep learning) that are
widely used in healthcare and we produce our results using
these three methods. Also, the effect of every AI technique
based on the frequency of influence recorded by papers
was analyzed. Major medical areas that we have reviewed
were related to cardiology, neurology, cancer, kidney disease,
diabetics, cholera, and dental disease respectively using AI
diagnostic criteria. Besides this, we also discovered that the
papers differed significantly depending on the type of disease.
In this study we observe that AI is not limited to identify
any specific disease, we can utilize various AI techniques to
detect any kind of disease or to improve the diagnosis process
for all diseases. Therefore we can say that this survey will be
helpful in future research. Moreover, in this research paper,
we observe that over 91% of AI methods reported a positive
impact on disease diagnosis. The efficiency to detect disease
by AI cannot be ignored. Another significant finding in this
review is that most of the researchers use tools likeMATLAB,
Python, Java, C# for designing AI architecture. This research
also has some limitations. PRISMA method analyzed the
articles published only in a specific decade in terms of health-
care using AI techniques. Although some selected articles
published in 2020 were considered in this survey, the main
review focus was on the articles published from 2009 to 2019.
For future studies, we project to consider the diagnosis in
a broader sense to indicate the applicability of AI methods
in Alzheimer’s disease and Parkinson’s Disease Diagnosis.
Moreover, the roles of AI techniques for the diagnostics sys-
tems using sensors-based computing frameworks will also be
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investigated. An in-depth assessment of the economic impact
of AI in health care is also a part of our future works.
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